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ABSTRACT 

The time has come for engineered systems to behave 
smartly. To this end, they must (i) collect data directly 
from real-life processes, (ii) build situation 
awareness, (iii) reason about their operational states, 
(iv) determine the best servicing objectives, (v) plan 
their run-time adaptation, and (vi) provide 
dependable operations/services even under 
dynamically changing circumstances. Engineers must 
figure out how to design smart cyber-physical systems 
(S-CPSs) for adaptation at run-time. Designing such 
S-CPSs is a challenging task. S-CPSs should not draw 
up only device run-time adaptation plans, but also 
confirm their feasibility and efficiency.  S-CPSs should 
predict the physical and computational resources. The 
theory and methodology behind smart systems is still 
under development. This paper focuses on run-time 
adaptation, provides an overview on extant research 
efforts, and analyses the results published so far. The 
literature informs about the fact that there is a need 
for a meta-model of systems’ self-adaptation, which 
might however be completely different depending on 
the kind of systems and the applications. Therefore, 
the paper proposes that managing self-adaptation 
decomposes to four logical stages: (i) planning self-
adaptation, (ii) verification before self-adaptation, 
(iii) operationalization of self-adaptation, and (iv) 
validation of self-adaptation.  
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1. INTRODUCTION 

The paradigm of cyber-physical systems is rapidly 
evolving [1]. Future cyber-physical systems will 
exhibit significant differences not only in terms of 
their functionalities and applications, but also in terms 
of their implementation and management [2]. They 
will behave smartly and purposefully, and manage 
themselves quasi-autonomously [3] [4]. This rapid 
evolution raises many questions concerning designing 
for functionality, adaptability, and behavior, as well as 
about the approaches of dynamically managing 
complexity, dependability, and reliability [5] [6] [7]. 
This paper intends to contribute to the specific issue 
of designing for adaptability, in particular run-time 
‘design’ of self-adaptation [8]. In order to narrow 
down the domain of discourse, only second-
generation CPSs are considered in our study [9]. 

Designing smart cyber-physical systems (S-CPSs) for 
adaptation at run-time is a challenging task at least for 
three reasons. First, S-CPSs should not only devise 
run-time adaptation plans, but also confirm their 
feasibility and efficiency [10] [11]. Second, S-CPSs 
should predict the required physical and 
computational resources based on service demands 
and acquire them as needed for self-adaptation at run-
time [12] [13] [14]. Third, the underpinning theory 
and development methodology of socially 
smart/cognitive systems is still in its infancy [15] [16]. 
This paper focuses on the first issue, provides an 
overview of extant research efforts, and analyses the 
results published so far. The literature informs about 
the fact that there is the need for a meta-model of 
systems’ self-adaptation, which might however be 
completely different depending on the kind of systems 
and the applications [17] [18]. Therefore, the driving 
hypothesis behind the background research has been 
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that managing self-adaptation decomposes to four 
logical (procedural) stages as shown in Figure 1, and 
will be used as a conceptual reasoning model to be 
tested in the rest of the paper. We propose referring to 
this scheme as the generic process of supervised self-
adaptation (SSA). 

The proposed reasoning model implies the need for 
studying four specific run-time phenomena of smart 
CPSs: (i) origination of objective- and situation-
sensitive plans and actions for behavioral self-
adaptation, (ii) verification of the self-adaptation plans 
and actions before executing the adaptation, (iii) 
realization of the intended behavioral self-adaptation, 
and (iv) validation of the outcome and impacts of self-
adaptation after completing the adaptation. SSA is 
assumed a recurrent system operation that occurs 
multiple times (with various frequencies) and that may 
lead to introducing changes in transient operational 
states, rather than only in steady state system 
situations. 

 
Figure 1 The assumed generic process flow of supervised 

self-adaptation. Pre-adaptation, self-verification, 
and post-adaptation self-validation in the smart 
CPS control loop. 

The paper concentrates on two specific research 
questions, namely: (i) how adaptation plans and 
actions can be verified before their execution, and (ii) 
how the results and impacts can be validated after the 
execution of adaptation. However, in order to be able 
to answer these context dependent issues, we must 
first address a somewhat more general research 
question, namely: (iii) how can S-CPSs adapt 
themselves at run-time? Although researchers on self-

adaptation have established solid principles, such as 
quiescence, MAPE, meta-requirements, and run-time 
models, there is currently no comprehensive theory 
that underpins self-adaptation, is the conclusion that 
Weyns made [19]. An important challenge that 
crosscuts the different waves will be developing 
robust approaches and demonstrating their 
applicability and value in practice. Essential to that 
will be the gathering of empirical evidence based on 
rigorous methods, in particular controlled experiments 
and case studies [19]. 

Zheng et al. argued that existing formal 
methodological techniques and simulation are 
insufficient for supporting the development of entire 
general-purpose CPS [20]. The current state of the 
practice in CPS verification and validation remains an 
ad-hoc trial and error process. There are still 
significant gaps between the formal models of 
computing and the formal models of physics that 
underpin today’s CPS systems. 

1.2 Self-verification and self-validation 

In the above sub-section, three concepts have been 
introduced: (i) run-time self-adaptation, (ii) self-
verification, and (iii) self-validation. They seem to be 
important for general-purpose CPSs, and even more 
for smart CPSs with the ability of SSA. Though these 
terms are not brand new, several different 
interpretations and operationalization are present in 
the literature [20]. To reduce ambiguity, below we 
elaborate on these terms and put them in the context 
of this study.  

Though the terms ‘verification’ and ‘validation’ 
frequently occur in system science and engineering 
literature, ‘self-verification’ and ‘self-validation’ 
seem to be novel and under-elaborated concepts. 
Verification and validation are two representative 
approaches to justification, which may be based on 
rational and empirical, and direct or indirect methods. 
Justification strives after logical consistence, semantic 
coherence, factual reliability, etc. The question 
driving justification is whether the theoretical 
fundamentals, conceptual framework, working 
principle, and knowledge constituents provide 
sufficient underpinning and/or framing for the 
purpose. Verification generates indicators for 
consistency, coherence, and reliability. In 
engineering, a rather pragmatic interpretation of 
verification is testing against requirements.  

While verification refers to internal properness, 
validation refers to appropriateness. In the tradition of 
scientific inquiry, validation is a multi-faceted activity 
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focusing on the confirmation of knowledge. 
Validation is used to test and prove appropriateness in 
a different context, for a larger population, under 
specific conditions, as well as utility for a purpose in 
some (application) context. In engineering, validation 
is testing the fulfilment of the expected functionality. 

With a view to their interconnected roles in 
demonstrating properness and appropriateness, 
verification and validation are inseparable. Likewise, 
self-verification and self-validation play interrelated 
roles in adaptation testing of CPSs. Self-V&V has 
been envisaged as a repertoire of system abilities that 
enables the system capable to eventually design and 
complete all necessary verification and validation 
tasks that are needed to ensure its dependable and 
optimal operation [21]. Traditionally, systems for are 
planned for adaptation in the functional design and/or 
architectural design phases. Self-adaptable systems, 
however, must be ‘designed’ by the system itself at 
run-time (or, in certain specific cases, with the 
assistance of system operators) [22]. As methods of 
verification of embedded systems, the authors of the 
above paper identified: (i) simulative verification, (ii) 
emulative verification, and (iii) formal verification. 
The run-time self-adaptation of smart cyber-physical 
systems is still largely terra incognita, lacking 
comprehensive theoretical and methodological 
underpinning. A number of papers discuss the various 
forms of verification and validation of self-tuning 
(e.g., self-resilience), but much less the forms of self-
adaptation (structural, functional, behavioral). The 
self-evolution of complicated engineered systems has 
been recognized as an intellectual and technological 
challenge, but relatively scarcely addressed and only 
in non-generic cases from a methodological and 
technical perspectives [23] [24]. 

2. SELF-ADAPTATION OF SMART 
CYBER-PHYSICAL SYSTEMS 

2.1. Previous work on theories and 
principles of self-adaptation 

The literature discusses many principles of self-
adaption depending on how it is operationalized 
within the system. The principles opposing each other 
define some sort of dimension, in which specific 
solutions can be generated. The dimensions of the 
juxtaposition principles are shown in Table 1.  

The major issue is that the system should continue its 
operation and servicing while also adapting in its 
functionality and architecture at run-time. This means 

that not only the introduction of the changes, but also 
maintaining operational continuity is a concern, 
though sometimes it is not explicitly considered. For 
instance, Zhou, P. et al. differentiated between two 
types of self-adaptation of CPS: (i) environment-
centered self-adaptation (for a proper interaction with 
changing environment) and (ii) system-centered 
adaptation (guaranteeing the dependability of the 
cyber space) [6]. 

The efforts for making self-adaptation an engineering 
reality got underway more than a decade ago. 
Krupitzer, C. et al. published an overview of the 
engineering approaches to self-adaptive systems. 
They identified various characteristics of self-
adaptation (such as reason, level, time, technique, and 
control) and developed a taxonomy based on these. In 
addition, they conceptualized two generic constituents 
of adaptive systems, namely, the adaptation logic 
(AL) and the managed resources (hardware, software 
and cyberware) [26]. The AL executes the MAPE-RL 
functions (i.e. monitors the environment, analyses the 
data for change, plans adaptation, controls the 
execution of the adaptation, reasons in context, and 
learns from adaptations). 

In his paper overviewing the recent developments, 
Weyns discussed the fact that, though researchers 
have established solid principles in the field of self-
adaptation, such as quiescence, MAPE, meta-
requirements, and run-time models, there is still no 
comprehensive theory that could underpin the 
computational mechanisms of the self-adaptation of 
complicated systems [19]. He explained the current 
situation as an outcome of the different directions of 
research and development. An important challenge 
that crosscuts the different directions will be to 
develop robust approaches and demonstrate their 
applicability and value in practice. Essential to that 

  Table 1: Juxtaposing the major aspects of self-adaptation 

aspect of self-
adaptation 

on the one 
hand 

on the other 
hand 

computational 
enabler 

model-based data-driven 

organizational 
construct 

centralized decentralized 

intensity of 
agency 

proactive reactive 

criterion for 
execution 

performance-
based 

task-based 

resources 
concerned 

hardware 
software and 
cyberware 
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will be the gathering of empirical evidence based on 
rigorous methods, in particular controlled experiments 
and case studies [19]. 

Pradhan et al. described the work on improving run-
time support for autonomous resilience via self-
reconfiguration [28]. Run-time infrastructure governs 
self-reconfiguration mechanisms. The application of 
adaptation methods begins with setting goals. 

2.2. Model-based self-adaptation versus 
data driven self-adaptation 

One issue of self-adaptation is to derive metrics 
criteria for and make decisions on adaptation. A 
typical method of capturing the criteria and making 
decisions is using system models that describe the ‘as-
is’ and the ‘to-be’ states. Other alternative is executing 
policies and/or reasoning with objectives. Adaptation 
may also be controlled by run-time acquired 
operational or servicing data. Model-based adaptation 
control must cope with operational dynamics that may 
arise as a result of changes in system states or 
environment states. Reasoning in context and learning 
from the adaptation functions of MAPE-RL are seen 
as options supporting dynamic functional, 
architectural, and behavioral model management at 
run-time. 

In the case of model-based operation control, the first 
issue is validating the system model itself. McCarl 
discussed multiple issues in validating models and 
proposed that model validation relates to its 
application [29]. He also proposed considering three 
categories of models, such as (i) exploratory models 
(examining how phenomena enter into the formation 
of reality), (ii) predictive models (forecasting the 
consequences of decisions), and (iii) prescriptive 
models (involving the solution of a specific decision 
maker problem). These types of models can be 
correlated with models that are needed for smart-
system operation. 

Incki and Ari elaborated on the utilization of a model-
based run-time monitoring approach for providing 
reliable service. Message sequence charts are used, 
later allowing practitioners to express an application’s 
expected behavior in terms of complex-event 
processing patterns [30]. The presented approach 
enables the non-intrusive monitoring of IoT behavior 
at run-time. Perrouin et al. discussed that adaptive 
CPS’s ability to evolve is limited to the addition, 
update, or removal of adaptation rules or 
reconfiguration scripts [31]. They suggest leveraging 
recent advances in model-driven techniques to offer 

an approach that supports the evolution of both 
systems and their adaptation capabilities. The basic 
idea is to consider the control loop itself as an adaptive 
system. García-Valls et al. proposed a solution for 
designing adaptive cyber-physical systems by using 
parametric models that are verified as the system 
operates, so that adaptation decisions are made based 
on the timing requirements of each particular 
adaptation event [32]. Their approach allows the 
system to make timely adaptations that exploit the 
potential parallelism of the software and its execution 
over multicore processors. 

2.3. Centralized self-adaptation versus 
decentralized self-adaptation 

Self-adaptation can happen according to a top-down 
or a bottom-up control strategy. This results in a fully 
centralized adaptation planning in the former case, and 
in a fully decentralized adaptation planning in the 
latter. In practice, various combinations of the top-
down and the bottom-up control strategies are applied. 
For centralized self-adaptation, a selected arbiter 
collects all the necessary data and knowledge from the 
system components, solves the satisfiability (SAT) 
problem, and reliably communicates the result back to 
the components. Gerostathopoulos et al. identified two 
forms of decentralized self-adaptation (DSA), namely: 
(i). DSA with distributed consensus, and (ii) DSA with 
no distributed consensus [33]. In the first case, each 
component solves the SAT problem locally, based on 
its local knowledge (local view of system state). The 
results are then communicated to and agreed upon 
between all components. In the second case, each 
component solves SAT problem locally based on its 
local knowledge, (local view of system state), without 
requiring this knowledge to be synchronized across 
nodes. This allows components even to keep their 
autonomy detached from the network [33]. A 
decentralized self-adaptation mechanism for service-
based applications was proposed by Nallur & Bahsoon 
[34]. 

2.4. Proactive self-adaptation versus 
reactive self-adaptation 

From the perspective of control theory, open- and 
closed-loop controlled systems can be differentiated. 
Closed-loop controlled systems adapt themselves 
based on the deviations observed in the output 
parameters, and they are monitored either by 
feedforward or feedback mechanisms. This type is 
called reactive self-adaptation. Open-loop systems 
monitor changes to input parameters in combination 
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with (internal) operational parameters and adapt 
operation based on forecasting the expected changes 
in the output variables. This type is proactive self-
adaptation, which becomes complicated under 
uncertainties concerning the input parameters and the 
operational environment. The aim of proactive 
adaptation is adapting before it becomes necessary, it 
is based on prediction. 

2.5. Hardware self-adaptation versus 
software/ cyberware self-adaptation 

The self-adaptation of the physical constituents and 
the architecture as a whole of the system play a crucial 
role in the case of each of the three sub-categories of 
polymorphic systems. The action plan should take into 
consideration the continuing operation of the 
hardware components. Thus, adaptation plan 
generation starts with creation of adaptation requests, 
based on the relevant system states, events, and 
situations.  

Braberman et al. propose the MORPH reference 
architecture, which allows both independent 
reconfiguration and behavior adaptation [35]. The 
architecture is structured in three main layers that sit 
above the target system: Goal Management, Strategy 
Management and Strategy Enactment. Orthogonal to 
the three layers is the Common Knowledge 
Repository. Each layer can be thought of as a 
implementing a MAPE-K loop. 

2.6. Main findings concerning the 
principles of self-adaptation  

Existing mainstream model checking techniques and 
tools were not conceived for run-time usage; hence 
they hardly meet the constraints imposed by on-the-
fly analysis in terms of execution time and memory 
usage [36] [37].  

According to Gerostathopoulos et al., failures may 
appear when a self-adaptive CPS operates under 
environment condition, for which they are not 
specifically designed [33]. The homeostasis of CPS 
was improved by introducing run-time changes to the 
architecture-based self-adaptation strategies 
according to environment stimuli. Four mechanisms 
that reify the idea were introduced: (i) collaborative 
sensing, (ii) faulty component isolation from 
adaptation, (iii) enhancing mode switching, and (iv) 
adjusting guards in mode switching. 

Conclusions from Muccini et al. research on self-
adaptation: 64% of the studies apply adaptation at the 
application layer and 24% at the middleware layer. 

MAPE (Monitor-Analyse-Plan-Execute) is the 
dominant adaptation mechanism (60%), followed by 
agents and self-organization (both 29%) [38]. The 
findings show that adaptation in CPS is a cross-layer 
concern, and the promising solutions combine various 
adaptation mechanisms within and across layers. 

Klös, et al. extended the MAPE-K feedback loop 
architecture by imposing a structure and requirements 
on the knowledge base and by introducing a meta-
adaptation layer [3]. This enables the continuous 
evaluation of the accuracy of previous adaptations, 
learn new adaptation rules based on executable run-
time models, and verify the correctness of the 
adaptation logic in the current system context. 

3. ADAPTATION PLAN VERIFICATION 
BY SMART CYBER-PHYSICAL 
SYSTEMS 

3.1. Objectives of pre-adaptation self-
verification 

When the adaptation plans and action specifications 
are available, their properness should be checked 
before they are executed by the system. This 
verification should (i) happen with minimal or zero 
external influence, (ii) be completed in a time frame 
determined by the system operation, (iii) be realized 
by the system without restricting the actual operation, 
and (iv) feed back to the adaptation planning 
activities.  

3.2. Possibilities for pre-adaptation self-
verification 

Bianculli et al. introduced a general framework, called 
Syntax-DrivEn inCrementAl veRification-SiDECAR, 
for the definition of verification procedures, which are 
made incremental by the framework itself [39]. 
Verification procedures are driven by the syntactic 
structure of the system and encoded as semantic 
attributes associated with the grammar. 
Incrementalism is achieved by coupling the evaluation 
of semantic attributes with an incremental parsing 
technique. 

Ghezzi et al. argued that there is still a serious 
mismatch between verification and modern 
development processes, which focus strongly on 
agility and incremental, iterative development [40]. 
Verification must become agile, and seamless 
introductions into agile processes must become 
feasible. Verification-driven development and agile 
verification can be achieved. Jiang et al. conducted a 
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study on applying run-time verification to cooperate 
with current decision support system (DSS) based on 
real-time data [41].  

A run-time verification technique is proposed and 
formalized to strengthen the medical DSS. It combines 
formal methods in software engineering and practice 
guidelines in medicine to rigorously verify run-time 
temporal properties automatically. 

Pinisetty et al. introduced a method for predictive run-
time verification of timed properties, where the system 
is not entirely a black-box, but something about its 
behavior is known a priori. A priori knowledge about 
the system’s behavior allows the verification monitor 
to foresee the satisfaction (or violation) of the 
monitored property [42]. In addition to providing a 
conclusive verdict sooner, the verification monitor 
also provides additional information such as the 
minimum (maximum) time when the property can be 
violated (satisfied) in the future. 

Bauer et al. presented a run-time verification approach 
for properties expressed either in linear time temporal 
logic (LTL) or timed linear time temporal logic 
(TLTL), suitable for monitoring discrete-time and 
real-time systems, respectively [43]. For LTL, a 
conceptually simple monitor generation procedure is 
given, which is optimal in two respects: First, the size 
of the generated deterministic monitor is minimal, 
and, second, the monitor identifies a continuously 
monitored trace as either satisfying or falsifying a 
property as early as possible. 

In order to prevent the occurrence of undesired 
behavioral adaptations, a run-time correctness 
verification approach was introduced by Cardozo et al. 
This approach uses a symbolic execution engine to 
reason about the system’s reachable states whenever 
contexts are activated or deactivated [10]. Context 
activation and deactivation requests are allowed 
depending on the presence of erroneous states within 
reachable states. Calinescu et al. discussed the 
potential and challenges associated with the run-time 
use of quantitative verification and model checking as 
a way of obtaining dependable self-adaptive software 
[44]. 

The main contribution of Filieri et al. is the description 
of a mathematical framework for run-time efficient 
probabilistic model checking. The approach statically 
generates a set of verification conditions that can be 
efficiently evaluated at run-time as soon as changes 
occur [37]. The proposed approach also supports 
sensitivity analysis, which enables reasoning about the 

effects of changes and can drive effective adaptation 
strategies. Their paper addresses this issue and focuses 
on the perpetual satisfaction of non-functional 
requirements, such as reliability or energy 
consumption. Its main contribution is the description 
of a mathematical framework for checking run-time 
efficient probabilistic models. Our approach statically 
generates a set of verification conditions that can be 
efficiently evaluated at run-time as soon as changes 
occur. The proposed approach also supports 
sensitivity analysis, which enables reasoning about the 
effects of changes and can drive effective adaptation 
strategies 

3.3. White spots and open issues 

Though the idea of run-time verification is already 
addressed from many perspectives in the literature, it 
seems that it is used for largely different purposes and 
in largely different manners. In certain cases it does 
not serve as verification of the adaptation before it 
occurs, but as a means to monitor the execution of 
adaptation in run-time. There are cases when it is used 
for the purpose of validation of the results of run-time 
adaptation. For example, Mitsch and Platzer 
introduced ModelPlex, which provides correctness 
guarantees for CPS executions at run-time [45]. It 
combines the offline verification of CPS models with 
run-time validation of system executions for 
compliance with the model. ModelPlex ensures in a 
provably correct way that the verification results 
obtained for the model apply to the actual system runs 
by monitoring the behavior of the world for 
compliance with the model. An additional 
contribution is a systematic technique of automatically 
synthesizing provably correct monitors from CPS 
proofs in differential dynamic logic by a correct-by-
construction approach, leading to verifiably correct 
run-time model validation. 

Zheng et al. argued that existing formal method and 
techniques simulation are insufficient for supporting 
the development of entire general-purpose CPS [20]. 
The current state of practice in CPS verification and 
validation remains an ad-hoc ‘trial and error’ process. 
There are still significant gaps between the formal 
models of computing and the formal models of 
physics that underpin today’s CPS systems. 

4. PROPOSAL FOR A COMPREHENSIVE 
SELF-ADAPTATION STRATEGY FOR 
SMART CYBER-PHYSICAL SYSTEMS 

4.1. The overall reasoning model of 
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verification and validation of self-
adaptation at run-time 

Run-time verification and validation is split into four 
phases for easier understanding as shown in Figure 1. 
However, the listed activities are interconnected and 
they are conducted as a constant information flow. 
Run-time validation must change our mindset. We 
must switch from traditional validation in the design 
phase, where the most critical situations can be tested 
case by case into the run-time domain, where 
permanent monitoring and adaptations enable control 
in several small steps.  

Operational adaptation in the first loop and system 
control mechanism adaptation in the second control 
loop must be distinguished, as presented in Figure 1. 
The first one responds to environment changes or 
adapts the system to new goals. The adaptation in the 
second loop updates the system – putting the new logic 
into the system. 

4.2. Adaptation planning at run-time 

Figure 2 presents subtasks at the point of adaptation 
planning. It is not a one-time activity, but a set of non-
stop executing activities. Environment and system 
parameters are monitored at run-time. During system 
design or later at system upgrades (second control 
loop), the range of allowed parameter value is defined. 
If the value of specific parameters is out of the normal 
range, the system is switched to safe mode. Smart 
CPSs are of different configurations and complexity. 
For simplicity of understanding, we explain the 
situation in environment or in system with parameters.  

The third input into adaptation planning is a request 
for adaptation. A trigger for adaptation can be: (i) a 
request from the first control loop caused by 

environment changes, (ii) a new system goal is 
defined, (iii) the system configuration or reasoning 
logic is updated. The input for adaptation is defined at 
a high level – it does not include all the details of 
settings that are necessary for achieving the goal. 
Adaptation planning considers in real time the system 
state (environment and system parameters), system 
policy, and system knowledge. The adaptation 
proposal must be feasible for adaptation in the target 
system. The result is an adaptation plan that contains 
all detailed system settings needed to achieve target 
adaptation.  

4.3. Pre-adaptation self-verification 

Operations are adapted at the first level of the control 
loop within the range of predefined limits. Data from 
the adaptation plan, along with environment and 
system parameters, are inserted into the system model. 
If the results of the model simulation are consistent 
with the adaptation proposal and system policy, the 
adaptation plan is approved. Smart CPS could have 
specific verification methods (Figure 3). 

It must again be stressed that adaptation planning and 
pre-adaptation verification is a continuous process. 
Adaptation occurs in small incremental steps that 
assure a smooth and controlled transition from one 
state to new one.   

A special case of adaptation is adaptation at the system 
level, which means the system control mechanism or 
system configuration is changed. Such adaptation 
must be done with special care, while new control 
rules can significantly change system behavior.  

 
Figure 2 Adaptation planning at run-time 

 
Figure 3 Pre-adaptation self-verification – first level of 

control loop 
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Option 1: Systemic checking of new system is needed 
before adaptation implementation at the second 
control loop. This verification is in some ways similar 
to that in the design phases of product design. Critical 
situations are checked for the allowed range of 
environment and system parameters, which must be 
done in the virtual world. The whole procedure can 
take a long time, wherefore verification must be 
conducted in several steps and in the idle periods when 
computation capacity is available.  

Option 2: Is radical system adaptation and systemic 
checking in the whole range of parameters realistic? 
How can we check models if the system model is 
changed? It must always be adapted in incremental 
steps.  

For example: a new rule is added; all the previous 
rules are still valid and checking must only be focused 
on the new rule. The incremental approach enables 
verification of all small adaptations with all four 
phases of adaptation. The adaptation loop is at the 
same time a learning loop, which in real time accepts 
or refuses small changes at the second level of the 
control loop. That also means the allowed range of 
system and environment parameters can be 
incrementally extended.  

4.4. Operationalization of self-adaptation 

Self-adaptation is conducted according to the 
approved adaptation plan. However, adaptation and 

system consistency checking as presented in Figures 3 
and 4 are running concurrently. That means there are 
two control levels; the first one is the pre-adaptation 
verification and the second one is run-time 
monitoring, and immediate switching of the system 
back or into safe mode of operation if the system 
parameters run out of allowed limits.  

A realistic scenario includes smooth system 
adaptation, but later changes of environment 
parameters can cause the system into unpredicted 
situation according to the existing model. Run-time 
monitoring and immediate reaction are permanent 
safeguards that assure reliable system operation.  

4.5. Post-adaptation self-validation 

The main objective of post-adaptation self-validation 
is comparison between predicted model in pre-
adaptation and current system situation after 
adaptation. Comparison results in valuable data for the 
self-learning process. If the difference is small, the 
system model is additionally confirmed. In the 
opposite case, the system model is updated with a new 
adaptation example (Figure 5). 

Run-time monitoring assures safe operation and 
enables the conduct of a learning loop even with 
parameters values that have not been tested during the 
system design phase. However, system evolution must 
be done in several incremental steps. A larger number 
of adaptation cycles with a predefined range of 
parameters value improves the system’s knowledge 
and consequently improves the prediction of system 
behavior. With several small incremental steps, the 

 
Figure 4 Pre-adaptation verification - second level of 

control loop 

 

Figure 5 Post-adaptation self-validation 
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range of the system’s operation, structure, and 
configuration can be expanded into a new mode of 
operation that was unknown at the time of design. 
Most examples from the literature refer to self-tuning 
– the first level of control loop.  

4.6. A demonstrative case study: Run- 
time self-adaptation of a robotic 
vacuum cleaner 

Robot cleaners are currently quite popular 
applications. Many people have already personal 
experience with its usage. Therefore, it is used as a 
case study of adaptation phases.  

A) A robot cleaner without self-learning 
capability 

A robot has rules for operation that were defined 
already in the design phase. It uses the same strategy 
all the time and in any room. Rules for operation: 

• If a barrier or a curb is detected in front of the robot, 
go back by 50 cm, and turn right with a random 
angle value between 30 and 60 degrees. Go 
forward. 

• If there is only 5% of energy in battery, go to the 
docking station. 

• If the robot is blocked (it cannot move further on), 
it generates a warning sound and stops operating. 

It is assumed that during long enough operation the 
robot will clean all the room by randomly moving 
around. Run-time monitoring is used to detect and 
avoid barriers. Strategy of the robot is only pre-
defined reaction to typical situation in environment. 
We do not classify this kind of robot as smart CPS. 
According to the 4 phases recognized, there is no 
adaptation planning and no pre-adaptation 
verification. Post-validation is limited to run-time 
monitoring and responses to the data from sensors.   

B) A robot cleaner with self-learning capability 

A self-learning robot cleaner has advanced room 
awareness, reasoning, and cleaning path optimization. 
Environment monitoring is permanently active that 
assures robust and safe operation as described in 
section A.   

1. Adaptation planning 

If the robot starts cleaning in a new, unknown room, it 
first goes in a randomly selected direction. Adaptation 
planning in the first control loop means cleaning path 
planning by considering the situation in the room – 
what has already been cleaned, where are the barriers 

located, what is the room configuration, and what is a 
useful cleaning strategy? If the smart robot can 
recognize layouts from a previously cleaned room, the 
learning curve is faster and cleaning more optimal. 

2. Pre-adaptation verification 

Smart robots do not constitute a safety-critical case. 
The phases of adaptation planning and pre-adaptation 
verification could be joined into a single phase. The 
system collects data from actuators and sensors, and 
then checks whether the hardware is ready and 
whether there are barriers in the planned movement 
path. The robot’s parameters must also be consistent 
with system policy.  

3. Operationalization of adaptation 

Robot acceleration, movement, rotation, and cleaning 
happens according to the adaptation plan. Moving 
parameters enable safe stops in the event of barriers 
and switching to safe mode operation in 
unmanageable situations.  

4. Post-adaptation validation 

During post-adaptation validation, the room map 
(environment model) is compared with the measured 
one. New knowledge on the room configuration and 
what has been already cleaned is stored in a system 
database. New system knowledge is used for 
adaptation planning in the next step.  

4.7. The implemented learning loop 

Smart robot cleaners are actually not terribly 
demanding applications. In most cases they operate 
only for an hour per day, meaning that there is enough 
idle time for system upgrades – second control loop. 
It could be am upgrade to system policy (for example: 
maximum moving speed) or to the path generation 
algorithm or even battery management. For run-time 
adaptations, small incremental reasoning 
improvements are only realistic if they are the result 
of system operation analysis over a longer period of 
time. That means a reasoning algorithm is upgraded 
with a single additional rule. The effects of the 
adaptation can be assessed in most cases only on the 
basis of longer (several hours) device operation. If the 
upgrade is assessed well, it is kept in the reasoning 
algorithm; otherwise it is deleted. 

Let us summarize the run-time adaptation approach: 
adaptation steps for first-level or second-level 
(learning loop) control loops must be incremental.  
This means that run-time monitoring and control 
measure shall have the capability to react in real time 
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and avoid safety-critical situations. System capability 
to operate in at least partly “unknown” circumstances 
open the possibility of operating reliably in changing 
environments, as well as enabling the self-learning 
loop and, as a consequence, system self-evolution. 

5. DISCUSSION 

The paper’s title was formulated as a question. This 
was done to indicate the authors’ explorative study. 
Now the question is whether or not it is possible to 
answer the question with a high degree of certainty. 
Three research questions guided the presented study: 
(i) what adaptation objectives are realistic for S-CPSs 
and how they can adapt themselves in run-time, (ii) in 
what forms can adaptation plans and actions manifest 
and according to which principles can they be verified 
before execution, and (iii) how can the results and 
impacts of adaptation be validated after 
operationalization and after multiple variant system 
adaptations. One trivial finding of this paper is that 
run-time self-adaptation is a complicated matter, 
which should be approached in a reductionist manner. 

Nevertheless, self-adaptation is seen as a complex of 
four computational activities, namely: (i) planning 
self-adaptation, (ii) verification of plan, (iii) execution 
of self-adaptation, and (iv) validation of the outcomes. 
As shown by the literature, there are many proposals 
for completion of the four activities, but there was no 
integral methodology proposed yet to embrace all of 
them.  

The proposed model towards run-time adaptation and 
validation is based on incremental changes of 
parameters and run-time monitoring. That means 
modification is possible even outside the range of 
predefined parameters, while the step backwards is 
always possible. The approach works well if the 
system behaves according to linear low. In the case, 
that specific parameter setting can cause catastrophic 
situation and even switching to safe mode of operation 
cannot stabilize the system, the proposed approach 
cannot be applied. Such situations must be avoided by 
the allowed range of system parameters and the 
system policy. 

6. CONCLUSIONS 

Smart CPSs are purpose-driven and context-
dependent behavior and reasoning that make 
architectural and functional adaptation and evolution 
possible. Smart CPSs cannot be validated with 
conventional deterministic approaches. The 
contribution of this paper manifests in a 

comprehensive overview of the state of the art and a 
working proposal towards run-time adaptation and 
validation in four steps: (i) planning self-adaptation, 
(ii) verification of plan, (iii) execution of self-
adaptation, and (iv) validation of the outcomes. 
Validation was recognized as an open issue already in 
the first generation of CPSs. A large number of states 
cannot be checked in an acceptable time and cost 
frame. Each realistic technical system operates in 
unpredictable environment conditions. One solution is 
run-time adaptation and validation. The paper’s 
contribution works towards the design of smart cyber-
physical systems (S-CPSs) for adaptation at run-time. 
The proposed model contains real-time data collecting 
and building situational awareness. Run-time 
adaptation planning is based on reasoning about the 
system’s operational states and provides dependable 
operations/services even under dynamically changing 
circumstances.  

The survey has shown a gap in advanced validation 
methods, especially run-time validation, which could 
be applied for smart CPSs. New methods and 
approaches have been recognized that enable 
validation of a higher level of adaptability, system and 
environment awareness, self-control of constraints 
and resources in real-time, and run-time validation. 
The proposed model shows the direction in which 
additional research must be conducted. The principals 
for self-constraining must be developed and later 
approved in practice. 
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